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#### Abstract

In this paper we prove universality of random matrix fluctuations of the last passage time of last passage percolation (LPP) in thin rectangles. The proof is a simple corollary of a theorem of Chatterjee. This gives an alternative (and more elementary) proof of the same result in Baik and Suidan (2005 Int. Math. Res. Not. 325-37) and Bodineau and Martin (2005 Electron. Commun. Probab. 10 105-12 (electronic)) in the special case of finite third moment.


PACS number: 02.10.Yn

## 1. Introduction

Random matrix theory (RMT) has been an active area of research ever since the pioneering papers of Wigner [23] and Dyson [11]. However, an explosion of research during the past decade has revealed that fundamental probability distributions first encountered in the fluctuation theory of RMT are in fact far more prevalent than at first expected. In particular, these distributions arise in areas as diverse as number theory, combinatorics, representation theory, statistics, graph theory and probability (see, for example, [1, 15, 22, 9, 17]).

One particularly striking example in which random matrix theory plays a role is in the problem of last passage percolation. Consider the $\mathbb{N} \times \mathbb{N}$ lattice and a family of associated independent identically distributed random variables $\left\{X_{i}^{j}\right\}_{i, j=1}^{\infty}$. An up/right path $\pi$ from the site $(1,1)$ to the site $(N, k)$ is a collection of sites $\left\{\left(i_{k}, j_{k}\right)\right\}_{k=1}^{N+k-1}$ satisfying $\left(i_{1}, j_{1}\right)=(1,1),\left(i_{N+k-1}, j_{N+k-1}\right)=(N, k)$ and $\left(i_{k+1}, j_{k+1}\right)-\left(i_{k}, j_{k}\right) \in\{(1,0),(0,1)\}$. Let $(1,1) \nearrow(N, k)$ denote the set of such up/right paths. The directed first and last passage times to $(N, k) \in \mathbb{N} \times \mathbb{N}$, denoted by $L^{f}(N, k)$ and $L^{l}(N, k)$, respectively, are defined by

$$
\begin{align*}
L^{f}(N, k) & =\min _{\pi \in(1,1) \nearrow(N, k)} \sum_{(i, j) \in \pi} X_{i}^{j}  \tag{1}\\
L^{l}(N, k) & =\max _{\pi \in(1,1) \nearrow(N, k)} \sum_{(i, j) \in \pi} X_{i}^{j} \tag{2}
\end{align*}
$$

If $X_{i}^{j}$ is interpreted as the time to pass the site $(i, j), L^{f}(N, k)$ and $L^{l}(N, k)$ represent the minimal and maximal times, respectively, to travel from the site $(1,1)$ to $(N, k)$ along an admissible path. Since the directed last passage percolation time can be viewed as the departure time in queuing theory (see e.g. [12]), the discussion below applies to queuing theory. The discussion below also applies to the flux of particles at a given site in the totally asymmetric simple exclusion process (see e.g. [20]).

Johansson [14] discovered that if $\left\{X_{i}^{j}\right\}_{i, j=1}^{\infty}$ are independent identically distributed geometric random variables with parameter $q$, then the probability distribution for the correctly normalized fluctuations of the last passage time, $L^{l}$, is given by the Tracy-Widom Gaussian unitary ensemble (GUE) distribution function, $F_{\text {GUE }}$ [21]. The precise statement of this remarkable fact is as follows. For any $\rho \in(0,1]$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{P}\left(\frac{L^{l}(N,\lfloor\rho N\rfloor)-c_{1}(\rho, q) N}{c_{2}(\rho, q) N^{\frac{1}{3}}} \leqslant s\right)=F_{\mathrm{GUE}}(s) \tag{3}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are explicit constants (depending only on $\rho$ and $q$ ) and $F_{\text {GUE }}$ is given by

$$
\begin{equation*}
F_{\mathrm{GUE}}(x)=\exp \left\{-\int_{x}^{\infty}(s-x) q^{2}(s) \mathrm{d} s\right\} \tag{4}
\end{equation*}
$$

where $q(x)$ solves the Painlevé II equation,

$$
\begin{equation*}
q^{\prime \prime}=2 q^{3}+x q \tag{5}
\end{equation*}
$$

subject to the condition that $q(x) \sim \operatorname{Ai}(x)$ as $x \rightarrow+\infty ; \operatorname{Ai}(x)$ denotes the Airy function. The function $F_{\text {GUE }}$ is the limiting distribution function for the largest eigenvalue of a matrix chosen from the GUE as the dimension of the matrices grows to infinity (see [17, 21]). Johansson [14] also proved this result for exponential random variables. There are a few more models with different kinds of admissible paths that were proven to have the same limit law [2, 3, 13].

Johansson's proof relies heavily on the fact that $\left\{X_{i}^{j}\right\}_{i . j=1}^{\infty}$ are chosen to be geometric random variables; however, it is expected that a similar statement to (3) is true (for the fluctuations) for some fairly robust class of random variables. This remains a challenging open problem.

Recently, there have been several attempts to generalize Johansson's result [4, 6]. Both of these papers study the last passage problem for general random variables in thin rectangles (as opposed to the full scaling Johansson studies) by using certain natural functionals of Brownian motion and various strong approximation theorems which couple random walks to Brownian motion. The strong approximation/coupling results used in [4] and [6] are the Skorohod embedding theorem [10] and the Komlos, Major, Tusnady (KMT) theorem [16], respectively. The KMT theorem couples random walks whose increments have finite $p$ th $(p>2)$ moment to Brownian motion while the Skorohod embedding theorem provides a coupling under the assumption $p=4$. Both [4] and [6] obtain precisely the same result when $p=4$. We record the general result as follows.

Theorem 1 ([6], see also [4] when $p=4$ ). Suppose that $\left\{X_{i}^{j}\right\}_{i, j=1}^{\infty}$ is a family of independent identically distributed random variables such that $\mathbb{E} X_{i}^{j}=\mu, \mathbb{E}\left|X_{i}^{j}\right|^{2}-\mu^{2}=\sigma^{2}$ and $\mathbb{E}\left|X_{i}^{j}\right|^{p}<\infty$ for some $p>2$. For any $s \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{N, k \rightarrow \infty} \mathbb{P}\left(\frac{L^{l}(N, k)-\mu(N+k-1)-2 \sigma \sqrt{N k}}{\sigma k^{-1 / 6} N^{\frac{1}{2}}} \leqslant s\right)=F_{\mathrm{GUE}}(s), \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{N, k \rightarrow \infty} \mathbb{P}\left(\frac{L^{f}(N, k)-\mu(N+k-1)+2 \sigma \sqrt{N k}}{\sigma k^{-1 / 6} N^{\frac{1}{2}}} \leqslant s\right)=1-F_{\mathrm{GUE}}(-s), \tag{7}
\end{equation*}
$$

where $k=o\left(N^{\alpha}\right)$ and $\alpha<\frac{6}{7}\left(\frac{1}{2}-\frac{1}{p}\right)$.
The centring and normalization in theorem 1 can be explained in connection to random matrix theory, non-colliding random walks, and Brownian motion. The first term in the centring, $\mu(N+k-1)$, simply centres the random variables $\left\{X_{i}^{j}\right\}_{i, j=1}^{\infty}$ to have mean 0 . The second term, $2 \sigma \sqrt{N k}$, is more interesting. If the random variables $\left\{X_{i}^{j}\right\}_{i, j=1}^{\infty}$ have mean 0 , then as $N \rightarrow \infty$ while $k$ remains fixed, the distribution of $N^{-\frac{1}{2}} L^{l}(N, k)$ converges to that of the top eigenvalue of a $k \times k$-GUE random matrix (see [5, 13, 19] for different perspectives on this fact). In order to arrive at the GUE Tracy-Widom limiting distribution for the top eigenvalue, $\lambda_{1}^{(k)}$, of a $k \times k$-GUE random matrix as $k \rightarrow \infty$, it is well known in random matrix theory that one scales as follows:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbb{P}\left(k^{\frac{1}{6}}\left(\lambda_{1}^{(k)}-2 \sigma \sqrt{k}\right) \leqslant s\right)=F_{\mathrm{GUE}}(s) \tag{8}
\end{equation*}
$$

This is exactly the scaling in theorem 1 with the important difference that $N, k \rightarrow \infty$ simultaneously.

It seems that when one uses either strong approximation/coupling theorem-Skorohod embedding or KMT-a technical problem arises at exactly the same $\alpha$. This fact is not very surprising given that both [4] and [6] use essentially the same strategy.

The purpose of this paper is to explain a different proof of theorem 1 in the special case $\mathbb{E}\left|X_{i}^{j}\right|^{3}<\infty$. Even though the proof which follows is completely different from the proof in [4, 6] it only applies for $\alpha<\frac{1}{7}$, the same seemingly technical restriction given by the original proof of theorem 1. It is somewhat surprising that both methods have exactly the same technical restriction. However, we remark here that it is possible that further restrictions must be imposed in order to prove Johansson's result for a general class of random variables. Indeed, as Martin pointed out to the author, Bernoulli $(p)$ last passage percolation (in the full scaling limit) does not have RMT-type fluctuations if $p$ is too close to 1 .

## 2. Proof of theorem 1 for $\mathbb{E}\left|X_{i}^{j}\right|^{3}<\infty$

The following proof is simply a corollary of recent theorems of Chatterjee [7] (see also [8]). Although Chatterjee's theorems have far reaching implications for universality, the proofswhich are inspired by Lindeberg's non-Fourier theoretic proof of the central limit theorem-are as technically elementary as they are elegant.

We state a combination of theorem 1.3 and corollary 1.2 of [7] in the most convenient form.

Theorem 2 (Chatterjee). Suppose that $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ and $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{n}\right)$ are two vectors of independent random variables taking values in $\mathbb{R}$ and satisfying, for each $i$, $\mathbb{E} X_{i}=\mathbb{E} Y_{i}, \mathbb{E} X_{i}^{2}=\mathbb{E} Y_{i}^{2}$ and $\gamma=\max \left\{\mathbb{E}\left|X_{i}\right|^{3}, \mathbb{E}\left|Y_{i}\right|^{3}, 1 \leqslant i \leqslant n\right\}<\infty$. Suppose that $\mathcal{F}$ is a finite collection of coordinatewise thrice differentiable functions from $\mathbb{R}^{n}$ into $\mathbb{R}, U=\max _{f \in \mathcal{F}} f(\mathbf{X}), V=\max _{f \in \mathcal{F}} f(\mathbf{Y})$, and $g$ is any thrice differentiable function. The following inequality holds:

$$
\begin{equation*}
|\mathbb{E} g(U)-\mathbb{E} g(V)| \leqslant K(g)\left[\left(\gamma n \lambda_{3}(\mathcal{F})\right)^{\frac{1}{3}}(\log |\mathcal{F}|)^{\frac{2}{3}}+\gamma n \lambda_{3}(\mathcal{F})\right] \tag{9}
\end{equation*}
$$

where $K(g)=\frac{19}{3}\left\|g^{\prime}\right\|_{\infty}+13\left\|g^{\prime \prime}\right\|_{\infty}+\frac{13}{3}\left\|g^{\prime \prime \prime}\right\|_{\infty}$ and

$$
\begin{equation*}
\lambda_{3}(\mathcal{F})=\sup _{f \in \mathcal{F}}\left\{\sup \left\{\left|\partial_{i}^{p} f(x)\right|^{\frac{3}{p}}: 1 \leqslant i \leqslant n, 1 \leqslant p \leqslant 3, x \in \mathbb{R}^{n}\right\}\right\} . \tag{10}
\end{equation*}
$$

In order to apply theorem 2 in our setting, let $\mathbf{X}=\left\{X_{i}^{j}\right\}_{i, j=1}^{N, k}$ and $\mathbf{Y}=\left\{Y_{i}^{j}\right\}_{i, j=1}^{N, k}$ be random vectors which satisfy the conditions of theorem 2. Let $f_{\pi}\left(x_{1}, \ldots, x_{N k}\right)=\frac{k^{\frac{1}{b}}}{N^{\frac{1}{2}}}\left(\sum_{i_{\ell} \in \pi} x_{i_{\ell}}-\right.$ $\left.\frac{\mu(N+k-1)+2 \sigma \sqrt{N k}}{\sigma}\right)$ for each $\pi \in(1,1) \nearrow(N, k)$ and $\mathcal{F}=\left\{f_{\pi}: \pi \in(1,1) \nearrow(N, k)\right\}$. One easily checks that $\lambda_{3}(\mathcal{F})=\frac{k^{\frac{1}{2}}}{N^{\frac{3}{2}}}$. Using Stirling's approximation one can check that

$$
\begin{equation*}
|\mathcal{F}|=|(1,1) \nearrow(N, k)|=\frac{(N+k)!}{N!k!} \leqslant\left(\frac{N}{k}\right)^{k}\left(1+\frac{k}{N}\right)^{N+k} . \tag{11}
\end{equation*}
$$

Applying Chatterjee's theorem (theorem 2) leads to the following estimate:

$$
\begin{array}{r}
|\mathbb{E} g(U)-\mathbb{E} g(V)| \leqslant K(g)\left[\left(\gamma N k \frac{k^{\frac{1}{2}}}{N^{\frac{3}{2}}}\right)^{\frac{1}{3}}(2 k(\log N-\log k)\right. \\
\left.+2(N+k)(\log (N+k)-\log N))^{\frac{2}{3}}+\gamma N k \frac{k^{\frac{1}{2}}}{N^{\frac{3}{2}}}\right]
\end{array}
$$

which vanishes as $N, k \rightarrow \infty$ if $k=o\left(N^{\alpha}\right)$ if $\alpha<\frac{1}{7}$ and $K(g)<\infty$.
Johansson [14] showed that if the random variables $\left\{X_{i}^{j}\right\}_{i, j=1}^{\infty}$ are geometric random variables, then $U \Longrightarrow F_{\text {GUE }}$ in distribution. Chatterjee's theorem implies that the same is true for any correctly normalized and centred random vector $\mathbf{Y}$ (the means and second moments of the components of $\mathbf{Y}$ are centred and normalized to agree with those of $\mathbf{X}$ ) if $\alpha<\frac{1}{7}$. This completes the proof of theorem 1 in the case $\mathbb{E}\left|X_{i}^{j}\right|^{3}<\infty$.

Although the proof presented here is based on different methods from those in [4, 6], the same technical condition is required. This leads to several natural questions.
(a) How large is the set of random variables that have the Tracy-Widom distribution as their limit under the procedure described? As noted at the end of the introduction, in the full scaling limit (i.e. $N \times\lfloor\rho N\rfloor$ ) the analogue of Johansson's theorem [14] is not even true unless some extra (and currently unknown) conditions are imposed on the random variables. For example, it seems that there should be no large point mass at the top of the support of the random variables [18].
(b) Alternatively, under only the condition of finite $p$ th moment for the random variables $\left\{X_{i}^{j}\right\}_{i, j=1}^{\infty}$, how large can the rectangles be and still exhibit Tracy-Widom fluctuations?

## Acknowledgments

The author would especially like to thank J Baik for many useful conversations. The author would also like to thank G Ben Arous and P Deift for helpful comments. The author's work was supported in part by NSF grants DMS0202530/0553403.

## References

[1] Baik J, Deift P and Johansson K 1999 On the distribution of the length of the longest increasing subsequence of random permutations J. Am. Math. Soc. 12 1119-78
[2] Baik J and Rains E 2001 Algebraic aspects of increasing subsequences Duke Math. J. 1 1-65
[3] Baik J and Rains E 2001 The asymptotics of monotone subsequences of involutions Duke Math. J. 2 205-81
[4] Baik J and Suidan T M 2005 A GUE central limit theorem and universality of directed first and last passage site percolation Int. Math. Res. Not. 6 325-37
[5] Baryshnikov Y 2001 GUES and queues Probab. Theor. Rel. Fields 119 256-74
[6] Bodineau T and Martin J 2005 A universality property for last-passage percolation paths close to the axis Electron. Commun. Probab. 10 105-12 (electronic)
[7] Chatterjee S 2005 A simple invariance theorem Preprint math.PR/0508213
[8] Chatterjee S 2005 A generalization of the Lindeberg principle Preprint math.PR/0508519
[9] Deift P 1999 Orthogonal Polynomials and Random Matrices: a Riemann-Hilbert Approach (Courant Lecture Notes in Mathematics vol 3) (New York, NY: CIMS)
[10] Durrett R 1996 Probability: Theory and Examples vol 3 (Belmont, CA: Duxbury Press)
[11] Dyson F 1962 Statistical theory of the energy levels of complex systems J. Math. Phys. 3 140-56
[12] Glynn P and Whitt W 1991 Departures from many queues in series Ann. Appl. Probab. 1546-72
[13] Gravner J, Tracy C and Widom H 2001 Limit theorems for height functions in a class of discrete space and time growth models J. Stat. Phys. 102
[14] Johansson K 2000 Shape fluctuations and random matrices Commun. Math. Phys. 209 437-76
[15] Katz N and Sarnak P 1999 Random Matrices, Frobenius Eigenvalues, and Monodromy (American Mathematical Society Colloquium Publications vol 45) (Providence, RI: American Mathematical Society)
[16] Komlós J, Major P and Tusny G 1976 An approximation of partial sums of independent RV's, and the sample DF. II Z. Wahrscheinlichkeitstheor. Verwandte Geb. 34 33-58
[17] Mehta M 1991 Random matrices 2nd edn (San Diego: Academic)
[18] Newman C M and Piza M S T 1995 Divergence of shape fluctuations in two dimensions Ann. Probab. 977-1005
[19] O'Connell N and Yor M 2002 A representation for non-colliding random walks Electron. Commun. Probab. 7 1-12
[20] Seppäläinen T 1997 A scaling limit for queues in series Ann. Appl. Probab. 7 855-72
[21] Tracy C and Widom H 1994 Level-spacing distributions and the Airy kernel Commun. Math. Phys. 159 151-74
[22] Tracy C and Widom H 2002 Distribution functions for largest eigenvalues and their applications Proc. Int. Congress of Mathematicians vol 1, ed T Li (Beijing: Higher Education Press) pp 587-96
[23] Wigner E 1955 Characteristic vectors of bordered random matrices with infinite dimensions Ann. Math. 62 548-64

